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The goal of this paper is to outline the laudable goals and ultimate failure of notice and choice to respect
privacy online and suggest an alternative framework to manage and research privacy. This paper suggests
that the online environment is not conducive to rely on explicit agreements to respect privacy. Current
privacy concerns online are framed as a temporary market failure resolvable through two options: (a)
ameliorating frictions within the current notice and choice governance structure or (b) focusing on brand
name and reputation outside the current notice and choice mechanism. The shift from focusing on notice and
choice governing simple market exchanges to credible contracting where identity, repeated transactions, and
trust govern the information exchange rewards firms who build a reputation around respecting privacy
expectations. Importantly for firms, the arguments herein shift the firm’s responsibility from adequate notice
to identifying and managing the privacy norms and expectations within a specific context.
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Introduction

In January, 2011, Facebook introduced Sponsored Stories to
advertisers and users. When users liked an advertisement,
mentioned a company in a post, or checked–in at a business, the
user’s profile and picture were sent within an advertisement to
all the user’s Facebook friends linked on Facebook within the
normal posts in the user’s News Feed without their knowledge.
By April, 2011, a lawsuit was filed contending that Facebook
violated the privacy expectations of users and did not give users
a way to opt out of the advertising program. Facebook noted
that the idea of Sponsored Stories had been included in their
online user notices (Carter, 2011; Cheng, 2011; Kravets, 2012).

When online, as in the situation with Facebook above, notice and choice is the dominant mechanism to
respecting privacy. Notice and choice constitute a particular mechanism to govern transactions online, where
Web sites and users agree to the terms of the privacy notice and users’ consent before continuing the
transaction. Current tactics to addressing online privacy focus on Fair Information Practices (FIP) as a way to
allow for the contemporaneous disclosure of information and respect of privacy norms while online. While
definitions and applications of FIP vary (Culnan, 1993; Rubinstein and Good, 2013), notice and choice are
seen as core to FIP (Beales and Muris, 2008), and FIP has become synonymous with how firms protect
privacy with stakeholders (Bowie and Jamal, 2006; Culnan and Armstrong, 1999; Culnan and Williams, 2009;
Peslak, 2005). The Federal Trade Commission’s reliance on FIP, and notice and choice in particular, serves as

http://firstmonday.org/ojs/index.php/fm/rt/printerFriendly/4838/3802#author
http://firstmonday.org/ojs/index.php/fm/rt/printerFriendly/4838/3802#p1
http://firstmonday.org/ojs/index.php/fm/rt/printerFriendly/4838/3802#p2
http://firstmonday.org/ojs/index.php/fm/rt/printerFriendly/4838/3802#p3
http://firstmonday.org/ojs/index.php/fm/rt/printerFriendly/4838/3802#p4
http://firstmonday.org/ojs/index.php/fm/rt/printerFriendly/4838/3802#p5
http://firstmonday.org/ojs/index.php/fm/rt/printerFriendly/4838/3802#p6
http://firstmonday.org/ojs/index.php/fm/rt/printerFriendly/4838/3802#p7


a source of guidance for self–regulation within the industry [1]. Solove and Schwartz (2011) succinctly
summarize notice and choice: “As long as a company provides notice of its privacy practices, and people
have some kind of choice about whether to provide the data or not, then privacy is sufficiently protected”
(see also Sloan and Warner, 2014). Firms can then be judged based on how well they conform to notice and
choice principles (e.g., Williams, 2006), and respondents’ concern for FIP is equated to a concern for privacy
(Smith, et al., 1996; Smith, et al., 2011; Stewart and Segars, 2002; Malhorta, et al., 2004).

Notice and choice embody laudable goals as a mechanism to govern information exchanges online with the
ability to incorporate societal values, normative expectations, and dominant privacy approaches tailored for
each transaction. Notice and choice, as a tactic to respect privacy online, focuses on users to fully understand
the terms at the point of the exchange, and thereby attempts to empower individuals in a free market
(Nissenbaum, 2011) and to give control to consumers (Whittington and Hoofnagle, 2012). Enforcement of
adequate notification is cheaper, easier, and more popular than alternatives [2]. In addition, notice and
choice can be viewed as consistent with privacy scholarship by allowing for heterogeneity in privacy
expectations — each exchange develops a particular set of rules governing how, when, why, and where
information is used. Shopping online, talking in the break room, and divulging information to a doctor are
governed by the information norms of their social context, and non-uniform privacy notices allow these terms
to fit within a given context.

Yet, these information exchanges between users and Web sites appear to fail in regards to the privacy
expectations of users. Where users have become empowered in shifting many transactions online — such as
looking for a car, finding a mortgage, or buying a pair of jeans with additional pertinent information, lower
switching costs, and greater competition — individuals feel incompetent and impotent when it comes to
privacy online as concerns surrounding privacy increase. Of surveyed Web sites, 61 percent transmitted
identifying information to at least one outside Web domain, and 45 percent transmitted identifying
information to at least four additional organizations online (Angwin, 2011); yet a majority of users (68
percent) have stated that they never approve of being tracked online (Turow, et al., 2009). Users perceive
themselves to be left without a real choice since the alternatives are not apparent as companies regularly
“stack the deck to make certain choices easier, more obvious, [and] more likely to occur” (Tene and
Polentsky, 2012). Consumers, therefore, see a monolithic “Big Data” actor online that stubbornly collects and
consolidates their data — not only are consumers not fully aware, but they also lack the power to choose
otherwise (Brunton and Nissenbaum, 2011).

In response, individuals have attempted to pull out of this information exchange and obfuscate their behavior
using tools such as CacheCloak, donottrack.us, Bit Torrent Hydra, TOR, Disconnect, and TrackMeNot, which
work to allow users to reap the benefits of a Web site without passing identifiable information to the Web site
and tracking companies (Brunton and Nissenbaum, 2011; Empson, 2013; Mayer and Narayanan, 2010). Such
small acts of rebellion against the current notice and choice approach are the ‘canaries in the coalmine’ of
misaligned governance mechanisms and the associated social frictions. Rather than declare privacy to be
dead, these market signals should be seen as an early opportunity to adjust the governance strategy using
more alert, entrepreneurial firms.

While considerable agreement exists that transparency and choice has failed (Nissenbaum, 2011), notice and
choice within FIP remains popular as a mechanism to govern information exchanges online. The goal of this
paper is to analyze when and why notice and choice fails to adequately respect privacy expectations online in
order to identify alternative governance structures to support mutually beneficial relationships around privacy
online. As argued below, the online environment merely typifies the boundary conditions of notice and choice
— where privacy approaches relying on explicit contracts in a simple market through informed consent cease
to be useful. High information asymmetries, moral hazard risks, and a complicated and dynamic system of
tracking render relying on explicit contract agreements to govern privacy norms online untenable.

A range of governance structures exist to guide such online transactions (Williamson, 1986; Coase, 1937).
After first understanding the factors driving the failure of notice and choice to successfully govern information
exchanges online, the second portion of the paper outlines two paths to remedy the problems with privacy
online. First, tactics including legislation, industry best practices, and privacy enhancing technologies can be
understood as ameliorating frictions in the current notice and choice governance structure. Second, as noted
by transaction cost economists and explored here, the environment described calls for a shift from a
contract–governed exchange to a focus on brand name and reputation outside the current notice–and–choice
mechanism. The shift from focusing on notice and choice governing simple market exchanges to relying on
credible contracting, where identity, repeated transactions, and trust govern the information exchange,
rewards firms who build a reputation around respecting privacy expectations. Importantly for firms, the firm’s
responsibility shifts from adequate notification to identifying and managing the privacy expectations within a
specific context. A consequence–based approach, privacy in practice, is offered as an alternative framework
to make sense of privacy online and draws on a stream of privacy scholarship moving away from notice and
choice (Sloan and Warner, 2014; Barocas and Nissenbaum, 2009; Beales and Muris, 2008). This shift away
from notice and choice has direct implications to management: firms take on a larger role in managing the
privacy expectations of users rather than rely on users to shoulder the responsibilities of determining privacy
expectations online.
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Privacy online, second exchanges, and transaction costs

In addition to the many commercial exchanges online [3], where a user exchanges money for goods or
services, a second exchange occurs. In this second exchange, the user provides information in the form of
search terms, clicks on a Web page, browsing history, or demographic information in exchange for “value
such as high quality services and personalized offers or discounts” [4], or for just the privilege of interacting
with that website or application [5]. While money does not change hands, both the users and the website
receive benefits within this second transaction.

In fact, this second exchange has taken on greater prominence with the focus on notice and choice as the
remedy to privacy concerns online. In effect, the Web site’s notice and the associated user consent constitute
the explicit agreement that governs a handoff when an individual relinquishes their information and the Web
site agrees to abide by the terms of the written privacy notice. Users and Web sites thereby agree as to how,
when, why, and where the users’ information is gathered, shared, and used, and the rules or norms
governing the use of information are based on the privacy notice when this second exchange takes place.

Transaction cost economics suggests analyzing transactions or exchanges based on the relative cost of
making transactions for both parties. Transaction costs are the costs to initiate, carry out, and possibly
terminate an agreement, consisting of ex ante pricing, bargaining, and decision costs as well as ex post
enforcement costs (Coase, 1937). Ex ante pricing costs include drafting, negotiating, and safeguarding
(Williamson, 1979) as well as the costs to identify pricing, parties, and product [6]. For the online user, ex
ante costs become the time and cost required to identify all Web sites and tracking parties involved, their
approaches to handling information, and the benefit (if at all) of handing over information. In other words,
the time and money necessary to identify relevant parties and privacy options online, to incorporate possible
contingencies in an online environment, and to write findings into an explicit contract increases the costs of
bargaining and decisions online. Ex post costs occur after the signing of the contract or after users give
consent by engaging with the privacy policy online. This includes the ability to (a) identify a problem; (b)
enforce and penalize the offending party; and, (c) switch to an alternative provider if the explicit contract is
broken. These transaction costs are also called “get together costs, decision and execution costs, information
costs” (Ellickson, 1989) or simply, the cost of communicating (Cooter, 1982) [7].

Key to transaction cost economics is minimizing costs in comparison to alternatives. Each transaction can be
governed by a range of structures or mechanisms: e.g., in a spot market, with a handshake, with a written
contract, within a firm, by a government, in a long–term and trusted relationship, etc. Transaction cost
economics is a comparative analysis and moves towards the possibility of private ordering, where “exchange
partners attempt to work through and perfect trading relations in a self–help way” to realize the mutual
advantage (Williamson, 2002) [8]. In other words, getting the governing structure right is not only relative to
alternatives, but it also takes time and patience.

When private ordering is done successfully, both parties are treated fairly and realize benefits in the solution.
Transactions, when aligned with a governance structure and working correctly, provide order, relieve conflict,
and support mutually beneficial solutions (Williamson, 2002; van Oosterhout, et al., 2006). In fact, “gains
from the trade are conditional on getting the governance structures right” (Williamson, 2002, emphasis
added). In other words, successful private ordering should appear to be fair and mutually beneficial with
happy exchange partners. Opportunistic behavior by either party adds friction to the exchange, thereby
making the transaction more costly than alternative alignments (Williamson, 2002).

Misalignments regularly occur when the chosen governance mechanism does not adequately govern the
underlying exchange. For example, if a house were purchased (the transaction) based solely on a handshake
(the governance structure), multiple failings would probably follow: buyers could walk away from
agreements, sellers could change their minds after buyers sell their current house, buyers could make
deposits on multiple houses, etc. The transaction is not fatally flawed, but the misalignment of the
governance structure of a handshake may cause one party to be at a disadvantage. Transaction costs help
explain why individuals do not optimally solve problems and conflicts (Schwab, 1989), and transaction costs,
for Coase, drive the ability to the successful private ordering of harms.

Currently, many firms get it wrong with online privacy. Over 68 percent of Americans reject all tracking
online (Turow, et al., 2009), yet 87.5 percent of Web sites examined allow third–party tracking cookies on
their Web site (Ayenson, et al., 2011). Most importantly, the current and measurable discontent surrounding
respecting privacy online is a temporary market inefficiency that is resolvable through private ordering. The
burden has been on the user with disproportionate costs (McDonald and Cranor, 2008; Marotta–Wurgler,
2011), little bargaining power, and questionable procedural and interactional fairness without voice in the
process (Brunton and Nissenbaum, 2011). While the failings of notice and choice have been documented,
when and why informed consent fails to adequately respect privacy online has not been addressed.
Identifying the cause of the misalignment of the governance mechanism will support outlining possible
remedies.

 

Why notice and choice fails
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Identifying the impediments to successful private ordering will provide a roadmap to potential remedies and
alternative structures. Notice and choice can be useful, but “it is not clear that it should serve as the golden
rule for privacy design in all cases” (Spiekermann and Cranor, 2009). Notice and choice, as an explicit
contract between the primary website and the Internet user, works in certain circumstances similar to other
explicit contracts: (a) where the relevant information is understood by all parties; (b) when the contract is
enforceable in that the harms are detectable and reparations are possible; and, (c) when the environment is
stable with low uncertainty to allow for transactions to continue with low costs (Coase, 1937). Each
requirement is examined below in regards to the online environment.

1. Information asymmetries

Information asymmetries exist when one party is privy to information about a transaction not available to
another. Information asymmetries may impact ex ante costs when one party is not being able to identify the
quality of the product or service (Akerlof, 1970) or is not able to identify an appropriate market price (Coase,
1937). In addition, information asymmetries may exist around identifying the parties in the transaction. In
Coase’s (1937) famous example, a farmer and a rancher owned land next to each other and were easy to
identify as transaction partners. Yet, transactions may occur where parties are not known to each other with
an associated cost of finding the transaction partner.

For example, a buyer of a used car may not have access to the car’s history or current working condition and,
therefore, would be unable to accurately assess the quality of the product (Akerlof, 1970). In addition, the
buyer may be in a small town and not have access to the used car market to assess an appropriate price
even if given information on the car. Both types of information asymmetries add costs to the transaction. In
the case of the used car purchase, the buyer historically bears the brunt of the cost (Akerlof, 1970).
Information asymmetries can lead to parties feeling ‘duped’ or tricked in the exchange as information may
become available or knowable after the transaction is complete. In the used car purchase, for instance, the
car may break down a year later or the buyer may find a competitor’s lower price.

In terms of online privacy statements, organizations are limited in effectively communicating to consumers
how information flows even when individuals do read privacy notices. Policies are byzantine (Hull, et al.,
2011) in their attempt to capture a complicated flow of information to include data aggregators, ad networks,
and third party tracking companies (Barocas and Nissenbaum, 2009). Even the difference between primary
websites and third–party companies is fuzzy (Cooper and Tschofenig, 2011). Users struggle to understand
the complicated system of online tracking with a network of technologies and actors working in concert to
track user behavior across Web sites and across sessions. The problem does not lie solely with the
complicated environment, as individuals struggle to take in long written contracts with accuracy (Calo, 2013)
[9]. At the time Sponsored Stories was introduced, Facebook’s privacy policy was 5,830 words and the
portion pertaining to Facebook’s Sponsored Stories was “buried in a Help Center page, not connected by any
link with the Privacy Policy of Statement of Rights and Responsibilities page.” [10]

Privacy scholar Helen Nissenbaum (2011) summarizes this tension as the transparency paradox, wherein the
more that information is shared through notice statements, the less understandable those notice statements
are for authentic consent by the user. In other words, explicit privacy statements will not be both accurate
and understandable given the complicated system of tracking and surveillance online. This paradox is found
in practice: instead of helping consumers limit tracking, tools to detect online tracking were more likely to
cause confusion and, at times, accomplish the opposite of what the user intended (Loftus, 2011). The user
has little information about the quality of the firm’s information management tactics, the degree to which the
Web site abides by the user’s privacy expectation, the market price for comparison, or all the third parties
relevant to the exchange of information. The situation is fraught with high information asymmetries where
the primary Web site has access to a disproportionate amount of relevant information that is unknowable by
the users.

2. Enforcement

Enforcement costs occur after the agreement has been reached and include the cost to identify a problem,
adjust the contract, and institute reparations or switch exchange partners. Without the ability to enforce an
agreement, one party may be seen as particularly vulnerable and needing additional protections. In the case
of the exchange of information online, users are at a disadvantage to be able to identify (1) any violation; (2)
the responsible party for that violation; or, (3) the steps to fix any violation of a notice and choice
agreement.

First, users are limited in identifying if and when a breach of the contract may have occurred, as violations to
privacy statements are not obvious even to experts (Mitchell and Mayer, 2012). When a defective product is
purchased from a large brick–and–mortar store, the consumer can identify the problem and return the
product in order to be compensated — even months later. However, detection and reparations are
exceedingly difficult and time consuming online. Even if information has obviously been leaked to third party
tracking companies, which Web site allowed the leakage is difficult, if not impossible, to ascertain. The issue
of information leakage is widespread (Mayer, 2011), where information expected to remain in one location or
within one context is later leaked to additional parties or used in a novel way. Such information leakage is a
violation of the prevailing privacy norms within the context. Out of 85 Web sites analyzed, 45 percent
transmitted identifying details (Angwin, 2011) — a real concern as only three pieces of data are needed to
identify 87 percent of the population: gender, zip code, and birthday (Sweeney, 2000). In the case of
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Facebook’s Sponsored Stories, users had to be notified by recipients that their preferences were being
broadcast as the information leak was not immediately obvious to the user.

Second, enforcement is difficult with notice and choice agreements as many of the relevant and responsible
actors are not party to the actual agreement. Beacons, Web bugs, cookies, and flash cookies are used by
tracking companies to follow users’ online activities. The actors and flow of information online are obscure
with many indirect, third–party organizations involved (Barocas and Nissenbaum, 2009). Even organizations
with the best of intentions to notify users struggle to communicate complicated and changing policies which,
given the large network of actors in the online space, may conflict with the policies of their online partners
such as ad networks, third–party organizations, and user–generated applications (Brunton and Nissenbaum,
2011).

Third, while switching exchange partners is possible, e.g., a user could switch from one travel site to another,
violations of the privacy agreement are not retractable. In other words, once the information is leaked —
either to a third party or to friends as in Sponsored Stories — the user cannot demand that the information
be ‘unleaked’. Ex post costs include identifying infractions to the contract as well as negotiating possible
remedies to the infraction. However, there is no ‘undo’ button online as the information quickly moves from
the primary site to the network of tracking organizations. Even if the Web site is identified as disclosing
information to a third party, the user has little recourse as the data is quickly sold to large data aggregators
and networks. Enforcement of explicit contracts online is costly for the user because: (a) the explicit
agreement is between the primary website and the user where third parties are violating the agreement; (b)
detection is difficult; and, (c) reparations are not feasible for the user. Without adequate enforcement
mechanisms, users are not given the ability to enforce the contract — either through reparations or exit —
which is necessary for successful private ordering and fair exchange.

3. Uncertainty

In addition to the cost to discover relevant prices and to negotiate and conclude the contract, transaction
costs include the cost to identify necessary changes to the contract [11]. While “all complex contracts are
unavoidably incomplete” (Williamson, 2002), maladaptation occurs when parties are not able to adjust in a
cost–efficient way based on new information (Williamson, 1975, 1986; Hoofnagle and Whittinger, 2012).
Explicit contracts work best when the environment is stable with few material changes in the foreseeable
future for all parties.

The online environment is uncertain, where the future possibilities around the flow of information are difficult
to predict. New technological capabilities introduce the problem of unknown, future information leakage
where information expected to remain in one location or within one context is later leaked to additional
parties or used in a novel way (Mayer, 2011). The use of cookies gave way to flash cookies which were
followed by super and uber cookies (Jackson, 2011; Mayer, 2011; Tene and Polentesky, 2012). Similarly,
behavioral tracking was followed by browser finger printing, device fingerprinting, and history sniffing. Each
successive innovation brings increasingly persistent tracking capabilities with new information being gathered
by new actors. Privacy policies change frequently in order to incorporate technological upgrades and novel
privacy measures, which renders keeping abreast of the most recent version a herculean task for users
(Wurlgler, 2010; Hull, et al., 2011; Barocas and Nissenbaum, 2009).

Summary

With the current notice and choice approach, once the information exchange occurs, the information is
deemed public, owned, or fairly gathered by the Web site with only those norms or expectations explicitly
written in the agreement governing the exchange. Web sites are in a state where ‘anything goes’
(Nissenbaum, 2004), leaving little guidance to make sense of the inevitable novel technological capabilities
and changes to information technology. In relying on explicit notice and choice to govern privacy
expectations, the Web sites take a “Schillerian” approach where “what is not forbidden is allowed” [12]. In
fact, the only affirmative responsibility of Web sites is adequate notification (Calo, 2013).

Notice and choice as the sole mechanism to address privacy fail where similar explicit contracts fail: where
the environment renders the transaction costs of the exchange too high. High information asymmetries,
enforcement costs, and uncertainty combine to make the online environment hostile to effective explicit
contracting.

 

Possible remedies for privacy online

Privacy agreements governed by notice and choice fail to adequately address privacy expectations online,
leaving two approaches to ameliorate privacy concerns. First, the existing approach to privacy online could be
modified to possibly resuscitate notice and choice as a mechanism to govern information exchanges online.
Second, a new governance mechanism for the information exchange would shift to focusing on brand name
and reputation with credible contracting and trust to govern the exchange. Both approaches are explored
below.
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Adjustments within the existing notice and choice approach

Small, mutual adjustments of behavior to resolve social frictions should be expected in a market. Stability in
private ordering is possible “through discriminating alignment, where by transactions (which differ in their
attributes) are aligned with governance structures (which differ in discrete structural ways and display
different adaptive capacities) so as to effect an economizing result” (Williamson, 2002). In other words,
potential remedies should provide a harmonizing effect (Williamson, 1981).

In his famous examination of the market for lemons in the used car industry, economist Akerlof (1970)
provides four options to realign a transaction with the governance structure: (1) increase the ability to
identify quality; (2) add guarantees; (3) provide licensing practices; and, (4) focus on brand name and
reputation. The first three work within the existing notice and choice approach and attempt to relieve some of
the frictions in the exchange: information asymmetries, enforcement issues, and uncertainty [13].

First is the ability to identify quality for users’ attempts to remedy the information asymmetries around the
pricing mechanism. For example, the browser add-on “Terms of Service; Didn’t Read” (TOS;DR
http://tosdr.org) analyzes privacy policies of online services and summarizes the analysis in a grade for the
policy. A grade of “Class E” (on a scale from A to E) would include a service that takes credit for users’
content, indemnifies the service for any claims, and does not really delete content a user thinks is deleted.
TOS;DR highlights the important differences in the privacy policy of telecommunication and online services so
that users can incorporate the particular policies into their decision to use the service. Similarly, recent work
on privacy seals (Hann, et al., 2008) and privacy labels (Kelley, et al., 2009) propose to reduce the
information asymmetries online for the user by offering meaningful information about the privacy policy in an
easily digested format. In an experimental study through a Future Privacy Forum 2009 initiative, Professor
Cranor examined privacy nutritional labels in order to standardize privacy notices online. Certificates or seals
give an immediate signal to the user as to the quality with mixed results in practice (Hann, et al., 2008), and
a labeling mechanism by which a Web site’s match to a user’s desired privacy expectations has been proved
successful in experimental studies (Aquisti and Varian, 2005; Aquisti and Grosslags, 2005; Aquisti, et al.,
2011).

Second, guarantees of the product or service serve to shift the risk and responsibility from buyer (Internet
user) to seller (Web site) in an attempt to assuage concerns about uncertainty. Users do not have the
knowledge or power to explicitly call for particular contingencies with rapidly changing actors and tracking
capabilities (Brunton and Nissenbaum, 2011), and a trend in privacy scholarship calls to shift the burden
from users to business (Tene and Polenetsky, 2012; Martin, 2012). The focus with privacy online has been on
the users to choose wisely, thereby placing the burden on individuals to decide when to share information.
Rather than focus on ‘don’t tell’ as the main remedy, law scholar Peppet (2010) proposes focusing instead on
‘don’t ask’ or ‘don’t use’ to change the flow of information and place the responsibility on Web sites rather
than users. Similarly, the proposed ‘undo button’ and the right to be forgotten (Rosen, 2012; U.S. White
House, 2012) as well as treating changes to privacy policies as a change in the Web sites’ trademark (Ohm,
2013) place a burden on the Web site to uphold their policies and adds to the cost of retaining data [14].

Third, Akerlof suggests licensing practices or industry best practices to guide behavior and aid in
enforcement within notice and choice. The FTC’s “Do Not Track” report and commonly accepted practices are
seen as attempts to recommend industry best practices. Within regulation, the Commercial Privacy Bill of
Rights Act of 2011 further pushes enforcement to the FTC. Recommendations at the browser level, such as
adding tracking protection or the voluntary conformance to standards supplements work with the Better
Business Bureau to highlight best practices within a notice and choice approach. Similarly, the application
“Clueful” scans applications on smartphones and shows which application are “not malicious” in conforming
with the best practices defined by the company (Perez, 2013b).

 

Table 1: Approaches to fixing privacy online.

Governance mode Possible
amelioration

Attempts to
fix

(Problem
online)

Continuing
hurdles

Explicit contracts &
transaction focus

Identify
quality
through seals,
Use TOS;DR

Information
asymmetry

Transparency
paradox
(Nissenbaum,
2011)

Licensing
practices or
industry best
practices

Enforcement
Identifying
breaches of
contract

Guarantees Uncertainty

Technological
instability
with data
retention and
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possible
second use

Laws and
regulation/Government
focus

Limits in data
access and
use “Anything

goes”
(Nissenbaum,
2004)
 
Schillerian
approach
(Solove and
Schwartz,
2011)

Inability to
innovate with
outdated
regulations.
Loss of trust
between
parties by
relying on
regulations.

Trust and
reputation/Relationship
focus

Focus on
privacy in
practice with
firms
increasingly
responsible
for privacy
norms of
information
exchange

Identifying
evolving
privacy
expectations
and contexts

 

Alternative modes of governance

The frictions around privacy online are not easily ameliorated. Nissenbaum’s concept of a transparency
paradox shows that revealing more information to a user is not necessarily a fix to information asymmetry.
Specifically, relying on better notification within a simple exchange does not resolve how to fully explain the
current and possible secondary uses of information while not overwhelming the user. Further, the nature of
information sharing and leakage online is fundamentally different than, for example, purchasing a defective
bike from Target. While parallel service examples exist which are not ‘returnable’ — such as a wedding
reception — breaches online remain difficult to identify in a timely manner to make consumer decisions.
When the environment for an exchange is inhospitable to governance through an explicit contract, conflicts
arise, solutions are not mutually beneficial, and transaction costs are high. Alternative governance structures
may be necessary to create stable relationships rather than attempt to modify the existing reliance on notice
and choice within a simple market exchange.

Outside the current notice–and–choice mechanism, a focus on brand name and reputation shifts the
exchange away from the one–shot dilemma governed by an explicit contract to a long-term relationship or
repeated transactions governed by trust (Kollock, 1994), credible contracting (Williamson, 2002), or implicit
rules (Akerlof, 1970).

Market for rubber and rice. Kollock (1994) provides a useful parallel example of a market with evolving
governance structures in his comparison of the original markets for rice and rubber. The market for rice had
low information asymmetries and minimal uncertainty surrounding the transaction for both buyer and seller.
The quality of the rice was known immediately to both parties by feel of the rice, and the conditions for use
were stable after the transaction. Furthermore, competitors were available in the market. Such an
environment is more closely aligned with typical economic context for explicit contracts: where information is
readily and easily attainable by both parties and switching costs are low, the trade can be performed in an
anonymous exchange governed by an explicit agreement. In such a situation, reputation matters little
(Kollock, 1994).

However, in the market for rubber, the information about the product was not knowable at the time of sale,
as time was required to ascertain the quality of the rubber. Yet, exchanges in such an environment with high
information asymmetries and uncertainty still prevailed. According to Kollock, the exchange of rubber
survived not through a spot market, or with a simple exchange governed with an explicit contract, or through
blind trust in the seller, or with an elaborate governance structure. Instead, the exchange of rubber shifted to
one “with personal, long term exchange relationships between particular buyers and sellers” [15] which
allowed for the development of fairness and trustworthiness within relationships (Kollock, 1994). In doing so,
parties with a reputation for trust realized a competitive advantage by decreasing the costs to correctly price
the product and for enforcement. In the case of rubber, “the possibility of repeated exchanges means
commitment can be used as a response to the risks that derive from information asymmetry” [16]. The
governance structure shifted to be better aligned with the attributes of the transaction.

For online privacy, many may desire a market that is similar to that of rice, where information is known,
enforcement is possible, and uncertainty is minimal. However, the current market is closer to that of rubber,
where identity and reputation matter. Transaction cost economists recognize the important “difference
between generic transactions with faceless buyers and sellers who exchange standard goods at equilibrium
prices versus exchanges where identities matter and continuity of the relationship has significant costs and
consequences” (Williamson, 2002).
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Parties are in a bilateral dependency when asset specificity and contractual hazards render parties
“vulnerable” (Williamson, 2002, quotes in original). And when parties are vulnerable, the simple market gives
way to credible contracting where identity and continuity is important (Williamson, 2002) to allow reputations
to develop. Credible contracting, within transaction cost economics, offers parties mechanisms for
information disclosure and verification, specialized dispute mechanisms, penalties, etc. to account for the
increased vulnerability through asset specificity, contracting hazards, and information asymmetries.

Requirements for brand and reputations to develop. For brand and reputation to effectively govern a
particular transaction type, identity, repeated transactions, and preferences become important. First, rather
than the faceless buyers and sellers in the simple spot market, identity matters in a bilateral dependent
relationship in order for brands and reputations to develop. The need to identify an opportunistic or
defrauding firm renders opportunism or fraud unprofitable (Coase, 1988). Second, repeated transactions
offers incentives to firms to modify their behavior and align the quality and price of the product with the
desires of the buyer. The frequency of repeated transactions increases the efficacy of reputation effects as
well as the incentives to incur cost of any specialized internal governance (Williamson, 2005). Within long–
term relationships, such as in the market for rubber, repeated transactions take on the form of continuity of
the particular relationship poor performance can put future transactions at risk. However, reputational effects
put additional transactions at risk with third parties; poor performance can put transactions at risk with other
parties. Third, relying on brand and reputation requires signals from the consumer that are then indicated in
prices and quality. These signals, in the form of voice, are as important as the ability to exit in private
ordering [17]. For example, buyers of rubber needed to explain to sellers their criteria for value; and online
users and firms need a mechanism to voice their preferences.

In situations such as the market for rubber described above, reputations are built over repeated transactions
through a continuous relationship, where the identities of the parties are known. In addition, institutional
trust can develop through societal norms, professionalism, or a network of buyers and sellers. For example,
diamond dealers in New York City are embedded in a close–knit community of merchants where the cost and
consequences of fraud or opportunism are magnified by the number of future transaction affected
(Williamson, 1993). Rather than lose one customer, a fraudulent dealer of diamonds or rubber could lose all
future business within that network. Therefore, rather than trust in a particular dealer, customers have
trust in the network to identify fraudulent or opportunistic dealers (Coase, 1988) and exact punishment in
the form of voice and exit to serve as incentives for firm behavior (Williamson, 2005).

This institutional trust in a network (Williamson, 1993) would be a viable option for privacy online. Users and
Web sites are plagued with the problem of identity and continuity — users have trouble identifying
transgressions online and associating them with a particular Web site; Web sites have little incentive to
modify their approach to privacy when the cost and consequences center on losing a single user. Within
credible contracting, vulnerable parties need mutual confidence from a collective organizing structure
(Williamson, 2002), and without the general social norms to govern privacy online, parties will need to rely
on the institutional trust in a network [18].

Akerlof’s suggestion to rely on brand and reputation could work online by creating a network that identified
Web sites, allowed brands and reputations to develop based on feedback of users and experts, and gave
users and Web sites a mechanism to signal preferences at a fine grain level. Similar to Angie’s List
(angieslist.com — “reviews you can trust” for local merchants) or Trip Advisor (tripadvisor.com — reviews for
hotels and travel), users would have a mechanism to check on the reputation of a Web site in meeting
privacy expectations before entering into a transaction.

This online network around privacy in the form of a Web site would parallel Kollack’s rubber merchants and
Williamson’s diamond dealers by increasing the cost and consequences of fraud and opportunism. Rather
than focusing on continuity within a single relationship, a Web site would risk discontinuing the relationships
with a larger group of users on the network with a bad review or reputation. In addition, the site would
provide signals to the Web sites for the preferences of users and allow practices of Web sites to be accessible
to users.

Within the online economic environment, where parties are vulnerable in the exchange, reputation (Akerlof,
1970), trust (Kollock, 1994), and credible contracting (Williamson, 2002, 2005) become critical. In fact, trust
is more likely in situations, such as the rubber market, where information asymmetries introduce significant
risks rather than in the rice market where information is available with lower risk (Kollock, 1994). As noted
by Kollock, “risk creates a breeding ground not only for trust but for exploitation as well” [19].

The shift from focusing on notice and choice governing simple market exchanges to relying on credible
contracting where identity, repeated transactions, and trust govern the information exchange rewards firms
who build a reputation around respecting privacy expectations. Importantly, firms must now understand the
evolving privacy expectations of uses for different contexts rather than rely upon adequate notification.
Fortunately, privacy scholarship has already identified how users develop privacy expectations within
particular contexts, and the associated tactics for firms to meet privacy expectations are outlined below.
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Developing a privacy reputation: Privacy in practice

Similar to the market for rubber, privacy scholarship reinforces the need to develop rules and expectations
within a particular relationship rather than rely on adequate notification through an explicit contract. Online
“transactions are governed by norms”, and both users and business must conform to those norms (Sloan and
Warner, 2013). A growing body of research has focused on privacy as being contextually defined, thereby
examining privacy norms within a specific set of relationships or contexts (Nissenbaum, 2004, 2009; Solove,
2002, 2006; Martin, 2011, 2012; Sloan and Warner, 2013). Contextual approaches view privacy expectations
as the developed rules about when, why, and how information is exchanged within a particular community or
relationship.

More specifically, irrespective of notice and choice, individuals consider the consequences of the use and
misuse of information for a particular information exchange to identify the appropriate set of privacy rules
and expectations for that context [20]. This rule–utilitarian approach — whereby rules and norms are
developed with the costs and benefits to the many stakeholders in mind (Mill, 1863; Gustafson, 2008;
Armstrong, 2004) — explains how individuals develop privacy norms within particular relationships. The
privacy expectations are developed and evolve within a community for a particular purpose, and individuals
take into consideration the consequences of a rule in developing such privacy norms and expectations.

A shift from explicit contracts to informational norms also changes the responsibility of the firm from
adequate notification to supporting the cost–benefit analysis of privacy rules. For privacy online, a rule–
utilitarian approach would suggest that Web sites and users develop privacy expectations taking into
consideration the benefits and costs of a particular practice. The rules would not necessarily be grounded in
written contracts, and the Web site would take on the burden to manage these norms and expectations as
the firm is in the best position to do so given their knowledge and power in the relationship.

Privacy in practice in scholarship

This pragmatic, rule–utilitarian model is part of a general cross–disciplinary trend to identify privacy rules
based on the consequences within a particular relationship or context rather than conformance to an explicit
contract. Within information systems, the ‘privacy calculus’ suggests that individuals assess outcomes as a
result of providing information (Culnan and Armstrong, 1999; Dinev and Hart, 2006; Li, et al., 2010).
Consumers perform a risk“benefit analysis (Malhorta, et al., 2004) which can be internalized into a privacy
norm (Xu, et al., 2009). Individuals are then seen as trading information in exchange for specific benefits
(Westin, 2003) as well as considering expected harms (Calo, 2013). Similarly, privacy pragmatists (Westin,
2003) are defined as those individuals willing to permit the use of their information (a) if they are given a
rationale and tangible benefit; and, (b) if they sense that safeguards are in place to prevent misuse [21].
This negotiation is also framed as the willingness–to–sell versus the willingness–to–protect information online
in experimental studies (Acquisti and Grosslags, 2005).

Within public policy, the Federal Trade Commission (FTC) considered a consequences–based model that
attempts to identify specific harms in order to develop privacy norms to deemphasize notice and choice as a
goal (Beales and Muris, 2008). While critics find this particular rule–utilitarian approach too focused on
economic and physical harms, as well as being reactive to harms that have been established rather than
prescriptive [22], this harm–based model — and not notice and choice — served as the basis of the FTC’s
popular Do Not Call List (Beales and Muris, 2008) by allowing for different rules to govern different contexts.

This pragmatic approach is found within legal scholarship with the use of tort law on issues of privacy.
Privacy through tort law is positioned against property approaches to privacy, including FIP and the current
notice–and–choice approaches (Bambauer, 2012) [23]. Tort law focuses on broader societal interests and is a
more pragmatic approach to privacy in that the rules are constructed with consequences in mind (Calo,
2011). For example, an examination of consequences guides rules around frictionless sharing (McGeveran,
2012), Facebook and Google (Tene and Polonetsky, 2012), and the use of utility bills for credit worthiness
(Bambauer, 2012). In addition, Solove (2002) explicitly takes a pragmatic approach to conceptualizing
privacy by allowing the privacy norms to develop within a particular context rather than residing as an
objective definition outside a particular situation.

Finally, privacy as contextual integrity (Nissenbaum, 2004, 2009) places the concept of negotiated privacy
norms at the forefront in a conceptual framework. Within privacy as contextual integrity, rules about how
information flows within specific contexts constitute expectations of privacy, and these rules are developed
based on the potential harms and benefits to the context and the individuals in the context. As Nissenbaum
notes, privacy norms should “define and sustain essential activities and key relationships and interests,
protect people and groups against harm, and balance the distribution of power” (Nissenbaum, 2010).
Similarly, privacy as a social contract within business ethics builds on Nissebaum’s theory and suggests
specifically that privacy norms are developed with consequences in mind (Martin, 2012).

Privacy in practice is not synonymous with assuming that individuals relinquish privacy in order to gain
something in return as with privacy as a commodity or the privacy paradox or some readings of a privacy
calculus, privacy as a second exchange, and privacy pragmatists. In other words, individuals can be
mistakenly seen as giving up some measure of privacy to benefit from a transaction (e.g., customizing
products, using electronic health records, or having books suggested online) rather than negotiating over the
privacy norm itself [24]. Instead, actors within a context negotiate what the privacy rules will be while

http://firstmonday.org/ojs/index.php/fm/rt/printerFriendly/4838/3802#20
http://firstmonday.org/ojs/index.php/fm/rt/printerFriendly/4838/3802#21
http://firstmonday.org/ojs/index.php/fm/rt/printerFriendly/4838/3802#22
http://firstmonday.org/ojs/index.php/fm/rt/printerFriendly/4838/3802#23
http://firstmonday.org/ojs/index.php/fm/rt/printerFriendly/4838/3802#24


retaining every expectation of privacy. More specifically, the very function of privacy norms is developed
within a context using the cost–benefit analysis [25].

Privacy in practice analysis

A rule–utilitarian approach, as described above, shifts the focus from controlling information as property
towards identifying the mutually beneficial, implicit rules developed within specific situations or contexts.
Importantly for firms, managing privacy in practice shifts the firm’s responsibility from adequate
notice to identifying and managing the cost–benefit analysis within a specific context. Figure 2
illustrates the theoretical relationship between harms and benefits governing privacy in practice. Privacy
scholarship suggests that individuals who develop privacy rules consider the magnitude of the harm, the
probability of the harm being realized, and the expected benefits of sharing information. The concepts are
briefly explored below to illustrate how a pragmatic approach to privacy in practice would be researched in
the future.

 

 

Figure 1: Privacy in practice.

 

Magnitude of potential harm. Traditionally, privacy rules develop to limit the potential harm that occurs
from the misuse of information. Prosser (1960) famously outlined four types of harms that are still used to
explain individual harms from privacy violations: intrusion, disclosure of embarrassing facts, placing
information in a false light, and appropriation. Less quantifiable harms are more difficult to systematically
address such as embarrassment and humiliation (Solove, 2006), the inhibition of an individual based on how
others might react and judge (Nissenbaum, 2004), and reputational and breaches of trust (Bambauer, 2012).
Calo (2013) views these more–difficult–to–quantify–harms as subjective: just as assault is apprehension of
battery, individuals can be harmed by the perception of observation as largely an apprehension of unwanted
information driven injury. For example, the harm caused by Facebook Sponsored Stories would fall under
Calo’s subjective harm category as individuals would have difficult attributing monetary damages to harm
from discrimination, lost jobs, lost companionship, etc. Tene and Polonetsky (2012) summarize the
incorporation of potential harms in developing privacy rules for a particular context by suggesting the
question, “does information flow harm users, interfere with self–determination, or amplify undesirable
inequalities in status, power, and wealth?” [26]

Probability of information leak. The potential harms outlined above are not a certainty; harms are
realized when information is used in a new manner or accessible to new people. The possibility of harm from
an information exchange is a function of the degree that the information exchange is protected from misuse,
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such as improper use, unauthorized use, and unauthorized access (Smith, et al., 1996; Malhorta, et al.,
2004). For example, a users’ name, e–mail, and address details were sent to application developers for
Google’s Android without the knowledge or choice of the user and without even a request from the
developers (Tung, 2013). Similarly, photographs posted to a select group of friends can be resent widely
thereby escaping the assumed boundaries of the picture’s context (Hill, 2012).

The probability of an information leak varies by the context. Showing a picture to a friend within a house
carries a lower chance of information leakage compared to posting a picture on a social network site.
Similarly, encrypted data is highly protected with low probability of information being leaked. Within privacy
scholarship, maintaining anonymity lessens the degree an individual is identifiable and increases the degree
to which their actions are protected. For example, one who is perfectly anonymous need not worry about
their actions (Solove and Schwartz, 2011) and enjoys the benefits of being in a protected environment.
Within law and information technology scholarship, k–anonymity is used to identify the number of factors to
include in a record in order to maintain the degree of anonymity required for a particular situation (Sweeney,
2000). In other words, k–anonymity describes the level of difficulty in identifying individuals, where k
represents the number of individuals to whom a pattern of data fits. Detailed data tends to lower the value of
k (Spiekermann and Cranor, 2009; Sweeney, 2000). Solove and Schwartz (2011) note that true anonymity
has become a myth — with data becoming quickly re–identified (Sweeney, 2000). Instead, the ability to
identify should be thought of as a continuum with fully anonymous and fully identified being at two ends of a
continuum.

While the use of anonymity as a proxy for privacy is flawed (Smith, et al., 2011), the desire to be obscure or
hidden from view remains a driver of privacy expectations and protects information from possible leaks.
Rather than focus only on identifiability, individuals online and off–line search for a state of obscurity where it
is “unlikely that the observation would lead to the deduction of all relevant bits of information necessary to
comprehend our actions or utterances” (Hartzog and Stutzman, 2010). For example, individuals actively
manage an optimal level of obscurity within particular relationships to protect their actions from leaking to
outsiders. The key to obscurity is keeping relevant information away from those it was not intended or
avoiding information being leaked.

 

 

Figure 2: Relationship between harm and obscurity.

 

Meeting privacy expectations. Greater potential harms require greater protections to decrease the
possibility of harms being realized as depicted in Figure 1. Obscurity and potential harm are related in that an
increase in obscurity is necessary with greater potential harms in order for a norm to be seen as meeting
privacy expectations. An individual could share innocuous information with a friend using encryption software
with a low potential harm and high obscurity. Similarly, an individual could write their social security number
on a piece of paper and leave it on the counter of the grocery store. Sensitive data, with an increase in
potential harm, requires more protection in the form of obscurity or information friction in order to meet
privacy expectations and not feel threatened. In Figure 1, an increase in potential harm requires an increase
in obscurity to remain within privacy expectations, and an increase in potential harm on the horizontal access
without additional obscurity could cause a scenario to move outside privacy expectations. Likewise, a
decrease in obscurity for the same potential harm also moves the norm to outside privacy expectations. For
example, medical records, names of rape victims, and the U.S. President’s logistical plans are considered
potentially harmful if leaked and warrant additional protections so that individuals do not feel threatened and
privacy expectations are met. Similarly, privacy research focusing on privacy concerns rather than privacy
expectations focus primarily on this ‘threat of harm’ analysis (Smith, et al., 1996; Smith, et al., 2011).

Benefits of disclosing information. Individuals do not only focus on privacy concerns and, all things being
equal, individuals take into consideration the benefits or utility of the information exchange when assessing
privacy expectations. Beales and Muris (2008) outline the many reasons why individuals’ expectations of
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privacy are met even when sharing sensitive data. Individuals disclose seemingly sensitive information to
decrease the overall risk of fraud, facilitate credit–granting decisions, locate individuals, monitor official
conduct, and protect people from predators (Beales and Muris, 2008). In a similar analysis, the use of utility
bills to supplement credit reports for credit decisions may benefit the poor who have good payment histories
and may not have any credit scores (Bambauer, 2012). The cost–benefit analysis requires careful analysis
within a particular context. Bambauer illustrates the complicated analysis around privacy rules where the
benefits of a right to be forgotten must be weighed against the possible harms in allowing domestic violence
perpetrators to cleanse their records (Bambauer, 2012). Importantly, these benefits are not only monetary —
in fact, monetary payments of information disclosure are of no significance when the information captured is
deemed relevant to the context (Li, et al., 2010). Individuals recognize the non–monetary benefits to sharing
information, such as an interest in being able to associate (Swire, 2012) as well as to share information in
order to develop relationships and personalities (Nissenbaum, 2004).

 

Implications for practice and research

Given Figure 1, firms have multiple tools at their disposal to move a scenario within privacy expectations: (1)
make the exchange more obscure thereby decreasing the probability that the information will be leaked; (2)
decrease the possible harm that could come from a leakage by enacting ‘do not use’ rules that limit the use
of data; and, (3) increase the benefit of the information exchange for the individual and the larger
community to ensure the purpose of the information is understood. All three options — increasing
obscurity, decreasing harm, and increasing benefits — work to ensure that the information
exchange is within privacy expectations without relying on notice and choice.

1. Decrease harms. Specific ‘do not use’ policies help decrease the potential harm of information sharing
(Bambauer, 2012; Peppet, 2010) such as antidiscrimination policies. By limiting the potential harm for
individuals and the community through ‘do not use’ policies, firms effectively make meeting the privacy
expectations of users more likely given Figure 2. The threat of unraveling, “when decisions to disclose are
seen as a signal and shift the expectations of disclosure for everyone else” (Peppet, 2010), specifically harms
those outside the immediate exchange. For example, if enough job applicants voluntarily submit to a drug
test, then the default changes from no drug test to taking a drug test, and those that do not submit to a drug
test are then seen to be hiding something. Similar problems exist in health insurance and preexisting
conditions, employment and intent to become pregnant, and more recently, potential new hires and access to
their Facebook account [27]. Along these lines, the World Economic Forum’s report focuses on limiting the
use of information rather than how information is collected in their report on rethinking personal data [28].

2. Increase obscurity. A number of tactics are available to make information less likely to be leaked while
still disclosing information. Floridi (2006) uses the concept of information friction to describe the degree to
which information is protected in a given situation. For example, hospitals with separate rooms for each
patient would have greater friction than hospitals with only a curtain between patients. Information friction
can be physical, technological, or social and captures the difficulty by which others can gather the relevant
pieces of information or the degree to which information can leak out of a desired context. Both obscurity and
friction capture the range that an individual and their relevant information are accessible and understandable
to outsiders or could become accessible and understandable to others [29]. Separate, non–linked databases
add to the obscurity of the information for Hartzog and Stutzman (2010), would add to the information
friction of the situation for Floridi (2006), and make the individual less threatened in Figure 1. Similarly,
having a conversation on an encrypted phone would add to both obscurity and friction. As summarized by a
technology writer John Biggs, in a perfect world, individuals would be “susceptible to brute force attacks and
social engineering, perhaps, but little else” (Biggs, 2012). While the world is not perfect, firms can move
closer to the ideal by increasing user obscurity. For example, famil.io (a photo–sharing application) and Path
(a social network site) are designed to limit sharing by default, making the product less prone to information
leakage (Lunden, 2013; Perez, 2013a). Similarly, Apple introduced a robust approach to obscuring voice data
whereby information is aggregated and then identifiers are deleted from the data (Etherington, 2013). The
approach allows Apple to customize their product and improve their service while obscuring the data of users
making leakage less probable.

3. Explain the benefits. Explaining the possible uses of the data to users has proven to be effective in
meeting privacy expectations. U.S. Census response rates improve when the purpose of the questions is
explained for society — but interestingly not merely when the benefit to the immediate individual is explained
(Martin, 2006). Individuals regularly share information when it is known to benefit either themselves or
others: sharing information between doctors is useful for the individual users (Martin, 2012) and disclosing
information to credit bureaus is useful for the larger economic community (Beales and Muris, 2008).

While much maligned, tracking cookies are capable of capturing detail to improve users’ experience online
(Bambauer, 2012), and targeted advertising online is more effective than traditional advertising which
“enables companies to offer consumers choices that better satisfy their preferences” (Beales and Muris,
2008; Beales, 2010). Finally, location tracking is useful for research purposes to track happiness, obesity,
and traffic planning (Hotz, 2011). Within privacy research, explaining how monitoring is related to the job
positively impacts perceptions of employee monitoring (Alder, et al., 2007). And while 68 percent of
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Americans reject tracking (Turow, et al., 2009), targeted advertising is more acceptable if useful in matching
the context and industry of the Web site (Goldfarb and Tucker, 2011).

Business has a role in ensuring their stakeholders do not feel threatened by developing privacy norms and
expectations that are within the privacy expectations of the context. For example, privacy by design is an
approach to respecting privacy that focuses on designing the technology — in this case, the Web site — with
a particular set of privacy expectations embedded in the design (Rubinstein and Good, 2013). As noted by
privacy scholar M. Ryan Calo, “You can write a lengthy privacy policy that few will read, or you can design the
Web site in a way that places the user on guard at the moment of collection” [30]. Not only should the
website be designed with the particular privacy norms in mind, but those value–laden design decisions should
be clear to users through icons, cosmetic changes to the Web site, and reminders so that the user is ‘nudged’
(Acquisti, 2009) in directions of the agreed–upon norms.

Implications for privacy scholarship

Privacy scholarship relies on Fair Information Practices and notice and choice specifically to judge firms
(Williams, 2006) and define a respondent’s concern for privacy (Smith, et al., 2011). This paper has
suggested an alternative approach to privacy that relies on contextually defined privacy norms, which is
supported across disciplines and has implications to privacy research. Privacy norms will depend on the
context of the exchange and would need to be examined inductively within a particular practice. The privacy
paradox is defined as when an individual expresses strong concerns about privacy but behaves in a
contradictory way to those concerns by disclosing information (Smith, et al., 2011; Xu, et al., 2009).
However, apparent inconsistencies between a particular practice and responses to an abstract concern about
privacy may have an alternative explanation: the practice may be in line with the expectations of the contest
as illustrated in Figure 1. Individuals can have a general concern about privacy while also reserving privacy
expectations when disclosing information.

Second, the current governance structure — explicit contracts through notice and choice — relies on a
disclosure fallacy: the belief that modifications to the information practices of a firm after disclosure are not a
concern of individuals. The disclosure fallacy posits the act of disclosure as dispositive of relinquishing an
interest in the use of an individual’s information. However, this article suggests that individuals have an
ongoing interest in how information is used beyond the initial disclosure of information. In other words,
disclosure is not dispositive of relinquishing a right to privacy.

Third, as noted by Sloan and Warner (2013) in their critique of notice and choice and advocation for
analyzing informational norms to govern a transaction, “merely to define a tradeoff is, of course, not
necessarily to define an acceptable one” [31]. More work would need to focus on the inductive identification
of privacy expectations, the normatively optimal set of privacy norms, and the gap to bridge the two points.

Finally, both Kollack and Coase suggest an additional onus on business ethics when prescribing government
action. As summarized by Schwab (1989): “In our world of transaction costs, private parties do not eliminate
externalities when the transaction costs of doing so exceed the benefits. Likewise, however, the costs of
government intervention may exceed the benefits.” Kollock also notes the problems with imposing rules and
regulations to govern such exchanges. The negative consequences of an outside party giving guarantees
exist because the “average level of interpersonal trust was significantly lower in the certain–quality condition
compared to the uncertain–quality condition” [32]. “In fact, the more the state intervenes ... the more
necessary (on this view) it becomes, because positive altruism and voluntary cooperative behavior atrophy in
the presence of the state and grown in its absence.” In other words, the more we have it [the state], the
more we ‘need’ it, and the more we come to depend on it [33]. Instead, this paper illustrates an alternative
governance mechanism may be a viable option to address privacy concerns online.

 

Conclusion

Notice and choice constitute a particular structure to govern transactions online. While aligned governance
structures provide order, minimize conflict, and result in mutually beneficial solutions (Williamson, 2002; van
Oosterhout, et al., 2006), the current status of privacy online and the arguments here suggest that notice
and choice have ceased to be viable amelioration of privacy concerns online. The existence of a misaligned
structure — such as the current notice and choice regime for online privacy — is normal and expected within
the messiness of a market economy. Small acts of rebellion against the current regime, such as the use of
obfuscation technologies to hide from Web sites (Brunton and Nissenbaum, 2011), are the ‘canaries in the
coal mine’ of misaligned governance mechanism and the associated social friction. Rather than be ignored,
such market signals should be seen as an early opportunity to adjust the governance strategy by more alert,
entrepreneurial firms (Kirzner, 1973).

In fact, theory suggests the current online environment may be an opportunity for firms to differentiate
themselves in the marketplace. As Kollack notes, when the situation is correspondent and the exchange
favors both parties, little chance exists for trust to develop. In other words, an increase in risk and
vulnerability of one party creates an opportunity for trust. When uncertainty is low, commitment is low and
exchange partners are less concerned with reputation and trust. However, “if uncertainty is high, actors will
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enter into committed exchange relations with those partners who have shown themselves to be trustworthy”
(Kollock, 1994). Exclusive exchange relationships are formed with higher commitment and greater trust only
in an uncertain environment (Kollock, 1994). Not only are trusting relationships necessary in such an
environment, an online environment is particularly fertile for such relationships to form.

Privacy online provides an example of how a Coasean analysis of an exchange can illuminate the
determinants of a misaligned transaction. Rather than focus on government intervention as necessary, this
paper proposed fixes to the current notice and choice governance structure as well as an alternative
mechanism to guide private ordering in the development of trust, reputations, and repeated transactions. A
transaction cost analysis may prove useful to addition ethical issues in business. 
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Notes

1. See U.S. Federal Trade Commission (2012a) “Protecting consumer privacy in an era of rapid change:
Recommendations for business and policymakers”, Federal Trade Commission’s (2012b) “Fair information
practice principles”, and the White House’s (2012) “Consumer data privacy in a networked world.”

2. Calo, 2013, p. 1,029.

3. Over US$45B is spent annually on online retail (U.S. White House, 2012). The US$4B in digital advertising
in 2010 (Hoy and Milne, 2010) will grow by 40 percent and overtake all platforms of advertising by 2016
(Olmstead, et al., 2012).

4. Culnan and Bies, 2003, p. 326.

5. As noted by Culnan and Bies (2003, p. 326), “The second exchange is not new. Before customer databases
existed, data from the second exchange were maintained in ledgers or in the proprietor’s head”.

6. Coase, 1937, note 7, p. 78.

7. This transaction is subject to the same analysis and expectations within transaction cost economics
regardless of how much money changes hands. In addition, notice and choice were designed so as to
replicate a user agreement or contract so a transaction cost analysis should be familiar to notice and choice
advocates. In fact, the comparative analysis within transaction cost economics is particularly well–suited for
this subject since the exchange of information has become the focal point of scrutiny and the current
governance structure — notice and choice — has become the focal point of critiques.

8. Private ordering are the efforts of parties to the transaction to align incentives or craft governance
structures that are better attuned to their exchange needs (Williamson, 2002, p. 172). For Williamson,
private ordering is an alternative to public ordering which is a focus on rules of the game or constitutional
economics (Williamson, 2002).

9. The average privacy policy is 2,464 words, written at the college–level, and falls somewhere between the
Declaration of Independence (1,337 words) and the U.S. Constitution (4,440 words) (Coldewey, 2011).

10. http://www.wired.com/images_blogs/threatlevel/2012/05/sponsoredlawsuitfacebook.pdf.

11. Coase, 1937, p. 336.

http://firstmonday.org/ojs/index.php/fm/rt/printerFriendly/4838/3802#1a
http://firstmonday.org/ojs/index.php/fm/rt/printerFriendly/4838/3802#2a
http://firstmonday.org/ojs/index.php/fm/rt/printerFriendly/4838/3802#3a
http://firstmonday.org/ojs/index.php/fm/rt/printerFriendly/4838/3802#4a
http://firstmonday.org/ojs/index.php/fm/rt/printerFriendly/4838/3802#5a
http://firstmonday.org/ojs/index.php/fm/rt/printerFriendly/4838/3802#6a
http://firstmonday.org/ojs/index.php/fm/rt/printerFriendly/4838/3802#7a
http://firstmonday.org/ojs/index.php/fm/rt/printerFriendly/4838/3802#8a
http://firstmonday.org/ojs/index.php/fm/rt/printerFriendly/4838/3802#9a
http://firstmonday.org/ojs/index.php/fm/rt/printerFriendly/4838/3802#10a
http://www.wired.com/images_blogs/threatlevel/2012/05/sponsoredlawsuitfacebook.pdf
http://firstmonday.org/ojs/index.php/fm/rt/printerFriendly/4838/3802#11a


12. Solove and Schwartz, 2011, p. 1,868.

13. Akerlof’s last remedy — focusing on brand name and reputation — suggests a new governance
mechanism for the information exchange which would replace relying on notice and choice and introduce
trust and implicit rules to govern the exchange. This approach is addressed below.

14. This shift to the responsibility of Web sites asking for and using information is seen in surveys: 61
percent believe a law should exist to force sites to disclose what they know and 92 percent believe a right to
undo should be law (Turow, et al., 2009).

15. Kollock, 1994, p. 314.

16. Kollock, 1994, p. 319.

17. Williamson, 1993, p. 461.

18. Interestingly, Williamson also suggests institutional trust in a profession to mitigate vulnerability of
parties and risk in the transaction as in the case of a doctor or a lawyer. Previously, only statisticians,
academics, and engineers would have access to such large data sets of users and would need to adhere to a
code of ethics for their given profession, thereby offering individuals the form of institutional trust suggested
by Williamson (1993). boyd and Crawford (2012) note that such access to these data sets is no longer limited
to professionals.

19. Kollock, 1994, p. 320.

20. Beales and Muris, 2008, p. 109.

21. Beales and Muris, 2008, p. 118, footnote 29.

22. FTC, 2010, p. 33.

23. “While privacy law scholars [preoccupied with controlling dissemination] automatically code all increases
in personal data accumulation as a threat, tort scholars are open minded about the appropriate activity level
so long as the activity is not posing undue risk” (Bambauer, 2012). Property–rights approaches to privacy in
law are exemplified by the FIP and notice–and–choice in particular. Yet, privacy through property rights is
problematic because the approach “prioritizes the autonomy and self–determinism of an information subject
over competing autonomy interests of information holders and the societal interests in unencumbered
information flow” (Bambauer, 2012).

24. For example, Beales and Muris (2008) frame Westin’s privacy pragmatists as trading information for a
clear rationale and benefits whereas Westin (2003) sees these pragmatists as giving up privacy. The
difference is important as the former suggests that the privacy expectation is the result of a negotiated
process (as is argued here) and privacy expectations exist after the disclosure of information. Alternatively,
the latter frames privacy as a right that is purchased and given up, thereby forcing the individual to
relinquish any interest going forward. Nissenbaum (2004) refers to this latter argument as the “anything
goes fallacy” where privacy is mistakenly viewed as being given up in certain circumstances.

25. This is the very definition of rule–utilitarianism where social rules are developed given the consequences
to various stakeholders. Rule–utilitarianism should not be conflated with simple consequentialism or act
utilitarianism where a specific decision is judged given the cost–benefits analysis to the individuals. Rule–
utilitarianism judges the precedent, rule, or norm being set by the consequences of the rule to a community
and society.

26. Potential harm to a data subject can also be operationalized as the sensitivity of the data (e.g., Beales
and Muris, 2008) or as highly volatile information (Bambauer, 2012), where sensitivity is a function of the
potential harm from the data’s misuse. Medical records are considered sensitive due to the harm from the
possible discrimination; bank records are sensitive due to the possible harm to the data subjects through
fraud; sexual proclivities are considered sensitive due to the possible harm through embarrassment of the
data subject. Data is not objectively sensitive and can change over time and context. For example, social
security numbers are increasingly considered sensitive data as the potential for misuse and harm has
increased over time (Martin, 2006). While social security numbers were once used on university identification
cards and drivers’ licenses, now social security numbers can be used for identity theft and fraud and
considered some of the most sensitive types of data. More recently, data is considered sensitive when used
to screen insurance applications, credit, and employment (Timberg, 2013).

27. For example, the state of Michigan prevents employers and schools from requiring social network site
passwords (such as Facebook) from potential applicants (Kersey, 2012).

28. http://www.weforum.org/issues/rethinking-personal-data.

29. Individuals will seek obscurity both online and off–line if none is offered. Brunton and Nissenbaum
explore the many types of obfuscation used in the online and off–line settings. Obfuscation is a tool to
mitigate the impact of monitoring, aggregation, analysis, profiling, by adding noise to data to make collection
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more ambiguous, confusing harder to use, and less valuable (Brunton and Nissenbaum, 2011).

30. Calo, 2013, p. 26; Tene and Polenstky, 2012.

31. Sloan and Warner, 2013, p. 14.

32. Kollock, 1994, p. 338.

33. Taylor, 1987, p. 168.
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